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Design of the VAX Instrumentation Package (VIP)
L.W. Dowdy, W.S. Freeze, B.G. Labaw, and J.'. Reed

1. Introduction

This report describes the design of tie VAX Instrumentation

Package (VIP). The target machine initially is the VAX il/780 running

under the Unix operating system at the Computer Science Department of

the University of Maryland.

VIP is a software monitor of VAX performance. It is desig.ied as

an aid for system monitoring, system tuning, and system modeling. For

example, VIP monitors the request rate of system files. If the request

rate of a particular file becomes high, the systen may be "tuned" by

making the file resident in main memory. Specific parameters of riLe

file (e.g., the average number of words transferred per file reluest)

may be used in a queuing network model of the system to predict the

performance impact of making the file resident in main memory.

A major motivation for VIP is collec ting parametric values for,

and providing validation of, system models of the VAX. 7n the past few

years, sophisticated and powerful modeling techn iques have been

developed [i]. A major problem in the application of these techniques

is that actual systems do not monitor those input parameters that are

necessary for the application of the modeling techniques. Fur tieore,

these modeling techniques typically provide performan:- -- eai5es m

-ire more extensive than are usually measured. VIalidat un, as .,'LI as

the construction, of accurate models is thus a difficult problem.

During the design process of VIP, several existing sof tware

monitors were exanined in detail. VIP includes, extends, and deletes

several of the ideas from these existing monitors. The specific

monitors examined include:

Univac SIP [2]

VAX VMS Display Utility [3]

Burroughs SPARK [4]

IBi RMP/S'SMF [5]

Tandem XRAY [6] AIR FORCE O1F1LE OF SCIENTIFIC RESEARCH (APSC)NOTICE OF TEAN JYITT'L TO DDC
This tochicai !z ,r t h bQen reviewed and is
approved 1-lr atsc tease IAWt AFR 190-12 (7b).
DistrIbutict is wliwited.
A. D. BLOSE
Technical Information Offieer
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The structure of VIP is illustrated in figure 1:

DRP

Figure 1: VIP Structure

A user initiates VIP. The user can specify various options.

These options include: a) the specii-ic performance information desired,

b) the specific process type(s) (e.g., batch, system overhead, Fortran)

tha t the user des ires to inoLitor, and c) tinn ing informa Lion des:' r.:. g

the resolution and the length of the monitoring session. For exc.mple, a

user may request epu and disk utilizations (i.e., option a), for small

batch jobs (i.e., option b), to be reported over a 30 minute period in 5

minute intervals (i.e., option c). VIP monitors the requested activity

and, according to user specified tin ing resolutions, logs the

information on secondary storage. Concurrently, or at some later time,

the logged information is used by a data reduction progran, DRP, which

analyzes the data and produces reports for the user. Upon receiving

initial reports, the user can dynamically alter the pararmeters used by

VIP. Since the timing input parameters and/or the monitr°red events :nn

be changed, the overhead of running VIP on the systain ts varialeo.

Section 2 of this report specifies the data structures used by VIP

in recording the measurement information. Section 3 gives the spec if i.
4



measured entities.

2. Data Stru.c tures

2.1 Record Types

To record information, VIP accesses one of four rypet, of data

structures. The data structures associated with a measurable entity

depend on its nature and the desired level of informaticn to be

acqiiired.

The four types of data structures are (see Figure 2):

- -Dimens ion-Gri c

-- - ir'ersion-Crid

I tO

- Lo

Figure 2: Data Structure Types

A. u-Dinension-Grid: A O-dirnension-gr.id reord s a single

counter. It holds a count of the number or jccurenc;s of an
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event (e.g., number of page faults).

B. 1-Dimension-Grid: A 1-diPnension-4r id re -ord 4s an array of

single counters. The par ti-ula; -oun ter in to wh *h an event is

recorded depends upon the speo: if i m -easured quantity. For

exemple, consider the number of words transferred per 1/0

request to a disk. The number of I/O requests transferring,

say 1 to 100 words might be recorded in 1-dimension-grid[l];

the number of i/O requests transferring 101 to 2)0 words ;ig1.t

be recorded in 1-dimension-grid[2]; and so on. In this way the

distribution of the event is recorded. Device service time

dis tribu tions and queue length distributions -:an be obtaned

using this data structure. The ntumber of coun ters and the

ranges associated with each counter are user definable.

C. 2-Dimension-Grid: A 2-dimension-grid record is an extension

of the i-dimension-grid record. The user .an spezify the

meaning of each dimension's range. For example, suppose load

dependent service time distributions are desired of a disk

channel. That is, the average tine it takes to satisfy a disk

request (i.e., service tine) depends upon the number of

requests in the disk channel queue. This dependency may ;e

measured. When the queue has more than 1 reque!st preen t, the

average ;urv ice time per request may be eower s inc-e seeA-

activity on different disk units may overlap. 7he user may

specify the first dimension range to be associated with th e

channel queue length and the second dimens ion range to be

associated with the specific measured quantitc.

2-d mension-g rid I I,1 might record the number of service

requests which require 0 to 5 msec of service when I to 3

requests were in the queue; 2-dimension-grid[1,2] might record

the number of service requests which require 5 tn 10 msec of

servi,.'€ when I to 3 requests w, re in the queue;

2-d.menio n-grid[ 2, mi;ht record the nu:nier ;f serv i'e

requests which require 0 to 5 mse, of serv i ',en C-

requests were in the qu-2ue; 2-dfmension-gridK,21 might rerori
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the number of service requests which require 5 to 10 msec of

service when 4 to 6 requests were in the queue; and so on (set

Figure 3). In this way the relative depei-Aence of one

measurable quantity parameter of an event to ao ,.:Pr measurable

quantity parameter is obtained.

D. Log - A log record is used when none of the other data

structures is appropriate to record the occurence of an event.

This is the case when the number of parameters measured at the

time of an event is too great to be recorded in the other data

structures. A log record is identified with a single

occurrence of an event. Spe-:ifiz errors in the sstem may 1e

recorded in this way.

channel servica ti:-e (, m.-.

0-5 5-10 ...

channel 
1-3

queue
length 46

Figure 3: 2-Dinenston-Grid Exanple

2.2 Special Job Class Monitoring

A value of I or 0, respectively, is assigned to a process to

indicate whether or no t the process is s ing led out for spec i.!!

nonitoring. VIP records the neasurcment ac'coroing to this process type.

For example, the count of the number of disk oDcra.tions ight ne broken

into two par ts: the first corresponding to processes associated withi

LAi
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student jobs and the second to all other processes. Processes which

migh t be singled out for special monitoring ine.lIud e b a tch job

processes, processes associated w ith jobs hav irg a .er ta in aczount

number range, processes using a certain p iec e ,) so f tware. '-s er

selection of singled out processes may be done dynamically.

2.3 Record Descriptions

2.3.1 0-Dimension-Grid

A 0-dimension-grid record contains the number of ties, an event

occurred and information about the event itself.

Fo rmat:

Type

0-dimension-grid = record

idnumber :in teg er;

l eng th :in teger;

log time :in teg er;

0-grid :array[0.. Il of integer;

cum to t :array[D. .11 of integer;

s tar ttime :arrav[O. .1] of inte-er;

end;

Expl ana tia n:

idnumber - Event identif ier.

length - The record length in words.

log time - The time the record was last logged to secondary storage

and reinitialized.

0-grid -O-grid~ ii holds the number of times the -event oucurrkId by

processes with type i for t = 0 or 1.

,:um to t cu.-, to t[ il holds Lhe cumul a tive to tal of the measurffen t



values (i.e., the ac tiual' cii an t i cis mea-surEd by VIP)

associated with processes of t-yPe I f(Ir I . Fr

example, ti. do tordinie the ;>xaos'rz cf -,ne L.a t a. ~nL~

idle whil11e a connet t ii. e is haus;,' ue.A. , soc-k ing) ,

cum to t[ Iw ,ould hold thiSCUInLI 1V cuultt. LIn e ror type E!I

processes, while curntot[CiI holds the sian, for all oth,-r

processes. In contras t, 0-grid[i] would contain the

number of times that the channel is idle while the device

is busy for type i processes.

starttime - star ttinie[ i] holds the last tim e VIP accessed th,,e

record by a type i process.

Example:

A 0-dimension-grid record might be used to record disk busy times.

VIP accesses the record whenever a disk request is initiated or

term ina tad. For -in initiation, the s tarttiLne is -" rplv recorded. For a

term ina tio n, the recorded starctime is subtractas- from tho2 .-,rrent ts

to give the busy tine. This number is then added to curntot, and 0)-g rid

is incremented by one. The average busy tine per request -an later re

calculated by the D1-'? by dividing cumtot by 0-grid.

2.3.2 i-Dimension-Grid

A 1-dimension-grid record is an extension of a 0-d.-Lneaision-rii

record used for capturing information needed to determine distributions.

The I -d im enso n-g rid record contains several counters, each associated

with a range (user definable). A counter is incremented for 1:-v even t

occurrence having a measurement value falling in its given range.

Forma t:

1-dimension-grid = rec!,ord

id nurnbe r i.tt ,

rig th -in te,, e r;

log tim-le :knteger;
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size :in teger;

rangeid :integer;

range :array[O..size-1] of integer;

I-grid :array[O..I, 0..size] of integer;

cumtot :array[0..l] of integer;

starttime :array[O..1] of integer;

end;

Expl ana tio n:

idnumber - Event identifier.

length - The record length in words.

logtime - The time the record was last logged to secondary st)rage

and reinitialized.

size - The number of counters in the record.

rangeid - Identifying number for the interpretation of the range.

range - Array containing the boundary limits associated with the

counters.

1-grid - An array of counters. The first subscript refers to the

process type. For example, 1-gr id[0,4] counts, for

processes with type 0, the event occurrences hav ing

measurement values specified by the range boundaries given

in range[3] and range[4].

cum tot- cum to [ i] holds the cumulative to tal of the measurement

values associated with processes of type i for i = G or I.

starttime - starttimeli] holds the last time VIP accessed the

record of a type i process.

Example:

A 1-dimension-grid record might be used to rec;ord infon:iion

ultimately used to compute the average and distribution cf CP: burst

times. The rangeid would specify that the range values i-orrespord to
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CPU burstr times. The array range might ,.ontain:

range = [3 5 7 9..I

VIP accesses the record upon eh C11! con Le>: t S i tch. Thle CFT

burst time is calculated by subtrac ting star tI-ne fro;:, the current L2,

Suppose batch processes hav e been s ingled out for special no ntoring

(i.e., type 1). For a batch process having a measured burst time o t 8

is, the number 8 is added to cum tot[1 I(I f or a ba t-h proc es s type) , and

1-grid[1,3] is incremented by one since range[21 < 6 < range[3]. Th Ie

average batch process burst time can later be calculated by the DRP by

dividing cuintotfi) by the LO tal coun t which is found by s u:nm:ing3

1-grid[1,k] for k = C..size.

2.3.3 2-Dimension-Grid

A 2-dimension-grid record is an extensiuni o;7 a 1-dtnension-c rui

record used for capturing information needed to determine distributions

where the distribution depends upon some network parameter. The record

con tainas several coun ters. W'hen an event occurs the speri.i::c coun ter

which is updated depends upon: 1) the process type associated withi the

event and 2) the values of the two parameters specified by rangeid (user

definable).

Faorina t:

2-dimension-grid =recor-l

idnunber i n teg er;

l eng th :integer;

l og, t imne :integ er;

size :array[O. . 1] of integer;

r angeid :array[O. .Il of integer,

rangeO :array[D. .size[O]-2] ci' integer;

rangel :array(O. .siLze[1I-1I of integer;

2-grid :array[O. .1, O..size[O] , C..size[1J j of intehLer;

cum tot :array[O..1, O..size[O]] of intege2r;

s tar t time : array rK . . 1 jo f in cer

end:
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Expl ana tio n:

idnumber- Event identifier.

length - The record length in words.

logtime - The time the record was last logged to secondary s torage

and reinitialized.

size - Array containing the number of counters in the record in

each dimension.

r angeid - Array containing iden tify ing numbers fcr t he

interpretation of the range in ear'h d imens ton.

range0 and rangel - Arrays con ta in in.g the boundary I f its

associated with the counters in each dimension.

2-grid - An array of counters. The first subscript refers to the

process type. The remaining subscripts refer to

respective rangeid interpretations. For example,

2-grid[i,j,k] counts, for processes of type i, the event

occurences having measurement values specified by: 1) the

range boundaries given in rangeO[j-l] and range¢,[ji for

the first dimension, and 2) the range boundaries given; in

rangel[k-l] and rangelik] for the second dinvension.

cun tot- Array of cumulative totals. The first subscript refers to

the process type. The second subsc ript refers to "I~e

first dimension range. For exasmple, curtot[ i,jI holds the

cumulative total of measurement values associated with

processes of type i whose first dimension interpretation

is bounded by range0[j-1i and rangeOtj].

starttime - starttime[i] holds the last time VIP accessed the

record of a type i process.
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Example:

Suppose the interarrival time distribution of requests to the

swapping disk is desired. However, it might be suspected thit the

distribution depends upon the number of processes resid -nt main

memory. A 2-dimension-grid record could be used as follows.

size = [3 41

rangeid[0] = "number of processes in main memory"

rangeidl] = "interarrival times to the swapping disk"
range0 = [3 6 91

rangel = [5 10 15 20]

Suppose a type 0 process makes a request for the disk and this

2-dimension-grid record is accessed. The value of staittime[0j in tie

record is subtracted from the current time and this difference is taken

as the measurement value. The value of starttime[O] is updated to the

current time for the next access. Suppose that a measurement value of

22 msec is observed. Suppose that the number of processes in main

memory is 8. The counter, 2-grid[0,2,4], would be incremented, since C

is the process type; rangeO[l] < 8 < range0[2]; and, rangel[4j < 22.

The measurement value, 22, would be added to cumtot[0,2], since 0 is the

process type and range0[1] < 8 < range0[2).

The average interarrival time of type i processes to the swapp izg

disk when k processes are resident in main memory can be cal-ulated Ov

the data reduction program. This average time is found by dividing

cumtot[0,xl by the sum of 2-grid[O,x,yj , where rangeO[x-1] < k <

range0[x], and y 0,1,2,3,4.

2.3.4 Log

A log record is specific to a certain event and is created by VIP

and then saved.
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Format:

Type log = record

idnumber :integer;

I eng th ::integer;

log time :in teger;

proctype :integer;

rest :o therinfo;

end;

ExpI ana tion:

idnumber - Event identifier.

length- The record length in words,

logtime- The time the record was logged to secondary storage.

proctype- Holds a value of I or 0 indicating the process type of

the process causing the event.

rest - (Whatever event specific information that is necessary).

Example:

A log record might be used to gather information about indivii.ual

jobs in the system. The record would cont-iin fields for the "reat)r and

,greation time of the job.

3. Instrumentation Entities

This section details the individual items to be measured. The

type of data structure format used to record the information (described

in detail in the previous section) is given for each item. Certain

measurements can be derived from o ther more basic measurements (e.g.,

utilization = active time/total time). These items are to be ob Lained

from the data reduction prograr,, DR P, and are so indicated.

The individual items are classified into: a) I/O devices, b) I./0

controllers, c) terminal interfaces, d) bus resources, e) CPU resour,-es,

• l - i lil . . . . i i 'l
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f) memory resources, and g) software resour-es.

item data structure

a) I/ devices (e.g., RP06 disks, TE16 tyieos, DRII 'aral.el i ntertf-,C s

I number of words transferred in and out H- rid
2 number of calls (i.e. traosfers, transac tions) DRP
3) throughput (i.e., calls per unit time) DRP
4) busy (i.e., active) time 0-grid
5) utilization DRP
6 seek time 1-grid
7) rotational latency time 1-grid
8) transfer time 1-g rid
9) queue length I-grid

10) response time per request (i.e., queue time +
service time) -grid

11) blocked (i.e., device idle but queue is nonempty) 5 2-grid
12) interarrival time 2-grid
13) interdeparture time 2-grid

b) I/O controllers (i.e., when more than I device has a common
controller)

I number of words transferred DRP
2 number of calls DRP
3 throughput DRP
4 busy time 0-grid
5u til iza tion DRP
6 queue length 1-grid
7 response time 2-gr id
81 controller free while device busy 0-grid
9) controller busy while device free 0-grid

10) device overlap 2-grid
11) blocked (i.e. , controller idle but queue is nonemnptv) 2-gr-d
12) interarrival time 2-g d
13) interdeparture time 2-gr-id

c) terminal interfaces (e.g., DZII multiplexors)

1) number of words transferred 1-grid
2) number of calls (i.e., process wakeups) DRP
3) .throughput DRP
4 busy time 0-grid
51 util iza tion DRP

6 ueue length 1-grid
7 hink time from terminals 1-grid

8response time from system 1-grid

9) number of active terminals 1-grid
0 blocked 2 -grid
1B) interarrival time 2-grid
12) interdeparture time 2 r-;r d
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d) bus resources (e.g., UNIBUS, MASSBUS, SBI, console)

1) number of words transterred i - rid
2) number of calls :RP
3) throughput D 2

time ,-er id
5) uti iza tion K
6 queue length 1-grid
7 response time 2-" rid
8) bus free while Lnit busy O-grid
9 bus busy while unit free O-grid

10) blocked 2-grid
11) interarrival time 2-grid
12 interdeparture time 2-grid

e) CPU resources (by processor mode)

i) burst time distribution -g r1.
2) number of bursts DRP
3) throughput D. ?
4 utilization DR?
5 queue length I-gri2
6 response time 2-grid
7) number of interrupts (by type) 2-grid
8) overhead burst time distribut'on l-gr id
9) overhead number of bursts DRP

10) overhead utilization DRP
11) monitor overhead time :)-§ r id
12) monitor overhead utilization hR,
13) blocked 2-gr Id

14) interarrival time 
2-gr id

15) interdeparture time 2-grid

f) memory resources

1) mul tiprogramming level (i.e.v numher of ativc PC ) ,.. r

2 amount ot utili zed core r-i'
3 amount of available core D--
4 active time of memory box 0 0-, rid
5 active time of memory box I u- r1.0

ac tive time of both memory boxes s imul taneouslv id
7 utilization of memory box 0 DR
8 utilization of memory box I DRP
9 utilization of both memory boxes simultaneously DRP

10 working set size 1-gr id
11 free page list size 1-grid
12 page pool size I-grid
13 number of dirty pa~es (i.e., modify list size) 0-grid
14 number of page faults mO-gr id
15 program size I-grid
16 page cache hit ratio -g rid
17) swap size distribution IRrid
18 number of swaps DRb
19) percentage or program resideIcy I-grid
20) page lifetime g-grid
21) number of page reads O-grid
22) number of page writes -rid
23 interarrival time r id
24) interdeparture time -rW,
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g) software reso rces (iLe., any queue for software) (e.g. allocators,
schedulers, P/O files, loaders, exception handlers, OS services)

1 nube of calls f- i
tm:j e) -- rid

thogput DR P
4 u ut~ztieongrut.3 i DR?

5 queue length i - grid
6 response time 2-grid73 blocked ( i. e,, queue nonemp ty bu t softmare resource

is dle) 2-grid
8) interarrival time 2-grid
9) interdeparture time 2-grid

4. Summary

A design of a software instrumentation package has beerl dascribed.

The target machine initially is a VAX 11/780. However, the 6esign is

applicable to paging/swapping systems in generaj. A data structure for

the collection of information is given, and the information to rolIect

is specified.
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